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executive summary

The following table lists the DoDI 8500.2 IA Controls that are satisfied through this artifact.

	IA Control Number
	IA Control Name

	VIIR-1, VIIR-2
	Incident Response Planning


1. overview

<INSERT SYSTEM OVERVIEW>
The <SYSTEM NAME> Incident Response Plan (IRP) contains policies and guidelines necessary to identify and report system disruptions and security incidents. System disruptions are included since they are often the first indication of an incident.

1.1 Introduction

The <SYSTEM NAME> IRP documents the high-level procedures used to coordinate identification of system disruptions and security incidents and the steps for reporting them.

The <SYSTEM NAME> Incident Response Plan is predicated on the following processes:

· A process to protect information and information systems.

· A process of reporting incidents step-by-step.

· A process to detect attacks or intrusions.

· A restoration process to mitigate the effects of incidents and restoration of services.

· A closeout process for reporting and documenting lessons learned.

1.2 Objectives

The objective of the <SYSTEM NAME> IRP is to protect the <SYSTEM NAME> system, data stored and processed on the system, and to minimize loss or theft of information or disruption of critical computing services when incidents occur. Furthermore, this plan will include how to manage incident response according to the DOD policies.

To accomplish this objective, it is necessary to:

· Coordinate proactive activities to reduce the risk to <SYSTEM NAME> systems.

· Determine the size and trends of the security incident problem.

· Coordinate preparation for and response to disruptions and security incidents. 

· Help the <SYSTEM NAME> site quickly and efficiently recover from security incidents and enable it to return to normal operation as soon as possible.

1.3 Applicability & Scope

Because every incident is different, the guidelines provided in this plan do not comprise an exhaustive set of incident handling procedures. These guidelines document basic information about responding to incidents that can be used regardless of hardware platform or operating system. This document describes the six stages of incident handling, with the focus on preparation and follow-up, including reporting guidelines and requirements.
1.4 Reporting Structure

Typically, the incident reporting community is organized into multiple levels: global, regional, and local. For the purposes of this plan, all incidents and reportable events (defined in the following “Reporting Guidelines”) will be reported to the <SYSTEM NAME> Information Assurance Manager (IAM). <CLIENT NAME> personnel will not bypass the <SYSTEM NAME> structure and report to a higher authority. 

2. Definitions

2.1 Event

An event is an occurrence not yet assessed that may affect the performance of an information system and/or network.  Examples of events include an unplanned system reboot, a system crash, and packet flooding within a network. Events sometimes provide indication that an incident is occurring.

2.2 Incident

An incident is an assessed occurrence having potential or actual adverse effects on the information system. A security incident is an incident or series of incidents that violate the security policy. Security incidents include penetration of computer systems, exploitation of technical or administrative vulnerabilities, and introduction of computer viruses or other forms of malicious code. Examples of security incidents include unauthorized use of another user’s account, unauthorized use of system privileges, and execution of malicious code.

2.3 Security Incident Response

A security incident response outlines steps for reporting incidents and lists actions to be taken to resolve information systems security incidents and protect national security systems. Handling an incident entails forming a team with the necessary technical capabilities to resolve an incident, and contacting the appropriate sources to aid in the resolution when required, and report closeout after an incident has been resolved.

2.4 Technical Vulnerability

A technical vulnerability is a hardware, firmware, or software weakness or design deficiency that leaves a system open to potential exploitation, either externally or internally, thus increasing the risk of compromise, alteration of information, or denial of service.

2.5 Administrative Vulnerability

An administrative vulnerability is a security weakness caused by incorrect or inadequate implementation of a system’s existing security features by the system administrator, security officer, or users. An administrative vulnerability is not the result of a design deficiency. It is characterized by the fact that the full correction of the vulnerability is possible through a change in the implementation of the system or the establishment of a special administrative or security procedure for the system administrators and users. Poor passwords and inadequately maintained systems are the leading causes of this type of vulnerability.

2.6 Causes of Incidents

There are at least four generic causes of computer security incidents:

· Malicious Code. Malicious code is software or firmware intentionally inserted into an information system for an unauthorized purpose.

· System Failures, Procedures Failures or Improper Acts. A secure operating environment depends upon proper operation and use of the <SYSTEM NAME>. Failure to comply with established procedures, or errors/limitations in the procedures or <SYSTEM NAME> system, can damage <SYSTEM NAME> or increase vulnerability/risk. While advances in computer technology enable the building of more security into <SYSTEM NAME>, much still depends upon the people operating and using the system. Improper acts may be differentiated from insider attack according to intent. With improper acts, someone may knowingly violate policy and procedures, but is not intending to damage the system or compromise the information it contains.

· Intrusions or Break-Ins. An intrusion or break-in is entry into and use of a system by an unauthorized individual.

· Insider Attack. Insider attacks can provide the greatest risk. In an insider attack, a trusted user or operator attempts to damage the system or compromise the information it contains.

2.7 Types of Incidents

The term “incident” encompasses the following general categories of adverse events:

· Data Destruction or Corruption. The loss of data integrity can take many forms including changing permissions on files so that they are writable by non-privileged users, deleting data files and or programs, changing audit files to cover-up an intrusion, changing configuration files that determine how and what data is stored and ingesting information from other sources that may be corrupt.

· Data Compromise and Data Spills. Data compromise is the exposure of information to a person not authorized to access that information either through clearance level or formal authorization. This could happen when a person accesses a system he is not authorized to access or through a data spill. Data spill is the release of information to another system or person not authorized to access that information, even though the person is authorized to access the system on which the data was released. This can occur through the loss of control, improper storage, improper classification, or improper escorting of media, computer equipment (with memory), and computer generated output.

· Malicious Code. Malicious code attacks include attacks by programs such as viruses, Trojan horse programs, worms, and scripts used by crackers/hackers to gain privileges, capture passwords, and/or modify audit logs to exclude unauthorized activity. Malicious code is particularly troublesome in that it is typically written to masquerade its presence and, thus, is often difficult to detect. Self-replicating malicious code such as viruses and worms can replicate rapidly, thereby making containment an especially difficult problem.

· Virus Attack. A virus is a variation of a Trojan horse. It is propagated via a triggering mechanism (e.g., event time) with a mission (e.g., delete files, corrupt data, send data). Often self-replicating, the malicious program segment may be stand-alone or may attach itself to an application program or other executable system component in an attempt to leave no obvious signs of its presence.

· Worm Attack. A computer worm is an unwanted, self-replicating autonomous process (or set of processes) that penetrates computers using automated hacking techniques. A worm spreads using communication channels between hosts. It is an independent program that replicates from machine to machine across network connections often clogging networks and computer systems.

· Trojan Horse Attack. A Trojan horse is a useful and innocent program containing additional hidden code that allows unauthorized computer network exploitation (CNE), falsification, or destruction of data.

· System Contamination. Contamination is defined as inappropriate introduction of data into a system not approved for the subject data (i.e., data of a higher classification or of an unauthorized formal category).

· Privileged User Misuse. Privileged user misuse occurs when a trusted user or operator attempts to damage the system or compromise the information it contains.
· Security Support Structure Configuration Modification. Software, hardware and system configurations contributing to the Security Support Structure (SSS) are controlled since they are essential to maintaining the security policies of the system. Unauthorized modifications to these configurations can increase the risk to the system.
Note: These categories of incidents are not necessarily mutually exclusive. 

2.8 Avenues of Attack

Attacks originate through certain avenues or routes. If a system were locked in a vault with security personnel surrounding it, and if the system were not connected to any other system or network, there would be virtually no avenue of attack. More typically, however, there are numerous avenues of attack. 

The following list outlines these avenues of attack:

· Local networks.

· Illegally-connected devices (including non-approved connections to a local network).

· Gateways to outside networks.

· Communications devices (e.g., modems).

· Shared disks.

· Downloaded software.

· Direct physical access.

2.9 Effects of an Attack

 There are at least four effects of attacks that compromise computer security:

· Denial of Service. Any action that causes all or part of the network’s service to be stopped entirely, interrupted, or degraded sufficiently to impact operations. Examples of denial of service include network jamming, introducing fraudulent packets, and system crashes and/or poor system performance, in which people are unable to effectively use computing resources.

· Loss or Alteration of Data or Programs. An example of loss or alteration of data or programs would be an attacker who penetrates a system, then modifies an Operating System-level program/configuration file (e.g., audit) so that the intrusion will not be detected.

· Compromise of Protected Data. One of the major dangers of a computer security incident is that information may be compromised. The release of classified information to people without the proper clearance or formal authorization jeopardizes our nation’s security. Efficient incident handling minimizes this danger.

· Loss of Trust in Computing Systems. Users may lose trust in computing systems and become hesitant to use one that has a high frequency of incidents or even a high frequency of events that cause the user to distrust availability or integrity.

3. Roles and Responsibilities

<CLIENT NAME> is responsible for reporting any suspected intrusion to the <SYSTEM NAME> IAM. This ensures that appropriate Army policies are followed, as they would if the system were hosted on an Army network.  Below are those responsibilities related specifically to the handling of an incident. In addition, this document outlines the responsibilities of the user, IAM and Auditor in handling an incident. 

3.1 <SYSTEM NAME> Users

Computer users are nearly always most effective in discovering intrusions that occur. Despite the advances in automated intrusion detection systems, the end users detect most computer incidents. Users need to be vigilant for unusual system behavior that may indicate a security incident in progress. 

Users are responsible for:

· Reporting all suspected <SYSTEM NAME> security violations immediately to the <SYSTEM NAME> IAM.
· Reporting any suspected compromise, component failure, abnormal system behavior, or vulnerability to the <SYSTEM NAME> system Administrator.
· Complying with the site’s <SYSTEM NAME> security policies and procedures.

3.2 System Administrator & Network Administrators

SAs are responsible for the operational readiness and secure state of the computer systems, including:

· Reporting all suspected <SYSTEM NAME> security violations immediately to the <SYSTEM NAME> IAM.

· Advising the <SYSTEM NAME> IAM of security anomalies and vulnerabilities associated with the information system.

· Providing potential means of fixing identified vulnerabilities.

· Participating in the information system security incident reporting program.

· Coordinating with the <SYSTEM NAME> IAM to investigate and resolve security problems.

3.3 Information System Security Officer (ISSO)
<CLIENT NAME> has appointed an in-house ISSO that is responsible for information system security for the deployed <SYSTEM NAME> system. The <CLIENT NAME> ISSO is the first level of interaction for users experiencing security incidents. It is the <CLIENT NAME> ISSO’s responsibility to coordinate incoming information, advise users on handling low-level security incidents, pass information up through the appropriate chain, and disseminate information downwards as appropriate. 

The ISSO’s responsibilities include:

· Reporting all security incidents to the IAM.

· Coordinating reporting with IAM to Designated Accrediting Authority (DAA) and notification to the DAA of systems which may be affected.

· Reporting security incidents or deviation of security practices in accordance with site-specific requirements.

· Notifying the appropriate personnel and/or agencies of an incident, and requesting assistance when necessary.

· Reviewing and analyzing security-related events and security violations or failures.

· Investigating all actual security violations (with appropriate technical assistance) to determine the cause and the actions required to prevent recurrence.

· Generating an incident report for each security incident.

· Cooperating with and supporting the conduct of investigations of incidents conducted by authorized law enforcement authorities.

· Evaluating known vulnerabilities to determine whether additional safeguards are needed.

· Establishing definitions for types of incidents that should be reported by category and priority according to Chairman of the Joint Chiefs of Staff Manual 6510.01.

· Coordinating with site security and following site Incident Reporting Procedures.

3.4 <SYSTEM NAME> Information Assurance Manager

The <SYSTEM NAME> IAM is responsible for the administration and management of the organization’s computer security program, and is the focal point for all organizational information systems security concerns. 

The <SYSTEM NAME> IAM:

· Passing incoming incident information from the ISSOs to network management and service/agency levels in a timely fashion.

· Advising the commanding officer in the event of a serious security incident, and coordinating the response with security personnel.

· Implementing the overall information system security program 

· Ensuring that all information systems security related incidents and violations are immediately reported, properly investigated, and correctly resolved.

· Coordinating all targeted monitoring activity to include appropriate notification to the General Counsel, SSO, Commander, and Senior Intelligence Officer (SIO) for the system being monitored. During targeted monitoring activities, extreme care must be exercised in conducting targeted monitoring as a response to an incident or suspected incident to ensure that evidence is not destroyed, innocent personnel are not implicated, and the subject does not become aware of a planned monitoring activity.

· Gathering data, performing analysis and applying principles, procedures and methodologies to assist the investigating personnel in resolving problems.

· Collecting audit records from the local <SYSTEM NAME> components, and reviewing and retaining the local security audit trail.

· Appointing Incident Response Teams (IRTs).

One of the most critical facets of responding to incidents is being prepared to respond before an incident occurs. Without adequate preparation, it is very likely that response efforts will be disorganized and that there will be considerable confusion among personnel. Preparation limits the potential for damage by ensuring responsible actions are known and coordinated. Planning for this preparation is an integral portion of setting the security policy.

3.5 Conducting Training

Training is an important part of protection. A workshop on responding to incidents can be one of the most valuable ways to help personnel at an organization learn how to handle incidents. Personnel should also be required to participate in periodic mock incidents in which written incident response procedures are followed for simulated incidents. For example, conduct “dry runs,” in which, computer security personnel, system administrators, and managers simulate handling an incident. A major incident is not the time to discover that preparations and procedures are incomplete.

3.6 Reporting Responsibilities

3.6.1 <CLIENT NAME> ISSO/<SYSTEM NAME> IAM

· Report all known or suspected security weaknesses and incidents, including unauthorized disclosures of information. 

· During the course of investigations, if targeted monitoring is required the <SYSTEM NAME> IAM must ensure caution and care are exercised in carrying these activities and proper logs and records are maintained. 

· Ensure the proper review and integrity of audit trails

· Cooperate with the investigating forensic team.
4. reporting guidelines

Any user noticing anomalous or suspicious activity (incident or reportable event) will report the situation immediately to the <CLIENT NAME> ISSO, who will immediately notify the <SYSTEM NAME> IAM. The following table contains a list of Critical Items of Information (CII) that are a set of specific operational reporting criteria that enumerate unauthorized results, deemed by JTF-GNO to be the best indicators of an incident having strategic significance. CII are divided into priority 1 and 2 categories and will be periodically modified and updated to reflect, for example, a specific threat organization, vulnerability, virus, etc. The following table lists examples of reportable incident and event priorities for reporting the information to the <SYSTEM NAME> IAM.

	Priority
	Reportable Incident or Event

	1
	· Any intrusion into a classified network with a perceived unauthorized result.

· Any ongoing unauthorized privileged user, administrator, or root level access of a DOD System.

· Any indications of Denial of Service or Distributed Denial of Service attacks.

· Any new virus or worm for which no published countermeasure exists, any new virus whose propagation could likely outrun DOD containment capabilities, or any new virus that affects network services (e.g., E-mail and domain name system (DNS) services).

· Any root level access on a system using new methods that exploit significant vulnerabilities shared by DOD systems.

· Any incident involving a second level domain web server (e.g., www.army.mil, www.dtic.mil, etc.)

· Any incident that negatively impacts ongoing military operations.



	2
	· Any incident(s) that cross C/S/A boundaries.

· Any intrusion of the Office of the Secretary of Defense networks.

· Any incident from a country against which the United States is currently conducting operations or will imminently conduct operations.

· Any intrusion of a tactical or deployed operational network.

· Any incident involving a NIPRNET or SIPRNET gateway (e.g., SIPRNET guard) or on a domain with a SIPRNET guard to include scans and probes.

· Any incident within a system that is shared by C/S/As (e.g., Global Command and Control System (GCCS), Global Combat Support System (GCSS), DMS, etc.)


4.1 Incident Categories

Incidents reported to the <SYSTEM NAME> IAM shall be categorized according to the framework outlined in the following table:

	Category
	Description

	0
	Exercise or Red Team Activity

	1
	Root Level Intrusion: An unauthorized person completely controlled (root level) a DOD computer

	2
	User Level Intrusion: An unauthorized person gained user level privileges on a DOD computer

	3
	Attempted Access: An unauthorized person specifically targeting a service/ vulnerability on a DOD computer in order to gain unauthorized or increased access/privileges, but is denied access

	4
	Denial of Service: Use of a DOD computer or computer system is denied due to an overwhelming volume of unauthorized traffic

	5
	Poor Security Practice: A DOD computer was incorrectly configured or a user did not follow established policy

	6
	Scan/Probe: Open ports on a DOD computer were scanned with no DOS or mission impact

	7
	Malicious Logic: Hostile code successfully infected a DOD computer. Unless otherwise directed, only those computers that were infected will be reported as a Category 7 incident.

	8
	Unknown


4.2 Responding to an Incident

There are generally six stages of response:
· Preparation – one of the most important facilities to a response plan is to know how to use it once it is in place. Knowing how to respond to an incident BEFORE it occurs can save valuable time and effort in the long run.
· Identification – identify whether or not an incident has occurred. If one has occurred, the response team can take the appropriate actions.
· Containment – involves limiting the scope and magnitude of an incident. Because so many incidents observed currently involve malicious code, incidents can spread rapidly. This can cause massive destruction and loss of information. As soon as an incident is recognized, immediately begin working on containment.

· Eradication – removing the cause of the incident can be a difficult process. It can involve virus removal, conviction of perpetrators, or dismissing employees.

· Recovery – restoring a system to its normal business status is essential. Once a restore has been performed, it is also important to verify that the restore operation was successful and that the system is back to its normal condition.

· Follow-up – some incidents require considerable time and effort. It is little wonder, then, that once the incident appears to be terminated there is little interest in devoting any more effort to the incident. Performing follow-up activity is, however, one of the most critical activities in the response procedure. This follow- up can support any efforts to prosecute those who have broken the law. This includes changing any company policies that may need to be narrowed down or be changed altogether.
4.3 Organization

To adequately respond to an intrusion or incident, predetermined teams will participate depending on the incident characteristics. As the situation develops and the impact becomes more significant, the various teams will be called to contribute. The following figure depicts the <SYSTEM NAME> Incident Response organization.
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4.3.1 Escalation Levels

The escalation process will be invoked, as the severity level increases, to involve appropriate resources. Incidents will be handled at the lowest escalation level that is capable of responding to the incident with as few resources as possible in order to reduce the total impact, and to keep tight control. The following table defines the escalation levels with the associated team involvement.
	Escalation Level
	Affected Team (s)
	Description

	0
	· Technical Assessment Team

	Normal Operations. Engineering groups monitoring for alerts from various sources

	1
	· Technical Assessment Team

· Incident Response Coordinator

· Communication Team


	A threat has been discovered, determine defensive action to take. Message employees of required actions if necessary.

	2
	· Incident Response Management

· Incident Response Coordinator

· Technical Assessment Team

· Technical Support Team

· Communications Team
	A threat has manifested itself. Determine course of action for containment and eradication. Message employees of required actions if necessary.

	3
	· Incident Response Management

· Incident Response Coordinator

· Extended Team

· Technical Assessment Team

· Technical Support Team

· Communications Team

· Incident Response Support Team
	Threat is wide spread or impact is

significant. Determine course of action for containment and eradication. Message employees. Prepare to take legal action for financial restitution etc.



4.4 Incident Response Process

The Incident Response Process is an escalation process where as the impact of the incident becomes more significant or wide spread, the escalation level increases bringing more resources to bear on the problem. At each escalation level, team members who will be needed at the next higher level of escalation are alerted to the incident so that they will be ready to respond if and when they are needed. The following figure depicts the over all process, while paragraph 4.4.1 outlines the roles and responsibilities of the individual teams. 
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4.4.1 Incident Response Team Roles and Responsibilities

Escalation Level 0

· Technical Assessment Team

1. Monitors all known sources for alerts or notification of a threat.

Escalation Level 1 -- A Possible threat has been discovered.

· Technical Assessment Team

1. Determine initial defensive action required,

2. Notify the Incident Coordinator,

3. If employee action required such as updating anti- virus files, notify the Help Desk.

· Incident Coordinator

1. Receive and track all reported potential threats,

2. Escalate Incident Response to Level 2 if a report is received indicating that the threat has manifested itself,

3. Determine relevant membership of the Technical Assessment and Technical Support teams,

4. Alert I/T engineering organizations and applicable support organizations of the potential threat and any defensive action required,

5. Alert Incident Response Management of the potential threat,

6. Alert the Communication team.

· Communications Team

1. If employee action required, message employees of required action.
Escalation Level 2 -- The threat has manifested itself.

· Incident Coordinator

1. Notify Incident Response Management of the manifestation of the threat,

2. Alert the Incident Response Support Team of the incident,

3. Alert the Extended Team,

4. Receive status from the Technical Assessment Team and report to Incident Response Management,

5. Start a chronological log of events.

· Technical Assessment Team

1. Determine best course of action for containment of the incident,

2. Notify the Technical Support Team of any action that is required,

3. Report actions taken and status to the Incident Response Coordinator.

· Incident Response Management

1. Assume responsibility for directing activities in regards to the incident,

2. Determine whether Escalation Level 2 is appropriate or escalate to level 3,

3. Determine when the risk has been mitigated to an acceptable level.

· Technical Support Team

1. Take what ever action as determined by the Technical Assessment Team

2. Report actions taken, number of personnel involved etc. to Incident Coordinator for the chronological log

· Communications Team

1. Message the <SYSTEM NAME> employee population informing them of the incident if deemed appropriate by Incident Response Management,
2. Message the <SYSTEM NAME> employee population of any action they need to take as determined by the Technical assessment team and directed by Incident Response Management
Escalation Level 3 -- The threat has become widespread or has become a high severity level.

· Incident Response Management

1. Direct the Incident Response Support team to:

i. Set up communications between all Incident Response Team Managers, and the Technical Support Team in the field,

ii. Assume occupancy of the command center.

iii. Initialize an incident voice mail box where status messages can be placed to keep <SYSTEM NAME> personnel statused.

2. Alert the Extended Team of the incident notifying them of the Severity Level,

3. Determine when the risk has been mitigated to an acceptable level,

4. Status Executive Management as appropriate.

· Extended Team

1. Contact local authorities if deemed appropriate,

2. If local authorities are called in, make arrangements for them to be allowed into the command center

3. Ensure that all needed information is being collected to support legal action or financial restitution.
· Incident Response Coordinator

1. Continue maintaining the Chronological Log of Events,

2. Post numbered status messages in the incident voice mail box for statusing <SYSTEM NAME> executive management.

· Communication Team

1. Message the <SYSTEM NAME> population as directed by Incident Response Management

· Technical Assessment Team

1. Continue to monitor all know sources for alerts looking for further information or actions to take to eliminate the threat,

2. Continue reporting status to the Incident Response Coordinator for the chronological log of events,

3. Monitor effectiveness of actions taken and modify them as necessary,

4. Status Incident Response Management on effectiveness of actions taken and progress in eliminating the threat,

· Technical Support Team

1. Continue actions to eradicate the threat as directed by Incident Response Management and the Technical Assessment team,

2. Continue to report actions taken, number of personnel etc. to the Incident Response Coordinator for the chronological log.
Post Incident

· Incident Response Management

1. Prepare a report for <SYSTEM NAME> Executive Management to

2. include:

i. Estimate of damage/impact,

ii. Action taken during the incident (not technical detail),

iii. Follow on efforts needed to eliminate or mitigate the vulnerability,

iv. Policies or procedures that require updating,

v. Efforts taken to minimize liabilities or negative exposure.

3. Provide the chronological log and any system audit logs requested by the

4. Extended Team,

5. Document lessons learned and modify the Incident Response Plan accordingly.
· Extended Team

1. Legal and Finance work with the local authorities as appropriate in the case that the incident was from an external source,

2. HR and Corp. Security work with [Company/Agency Name] management to determine disciplinary action in the case that the incident was from an internal source.
4.5 Response Timeline

After an incident has been identified, <SYSTEM NAME> personnel will utilize the following table as guidance for reporting the event.

	Category
	Reporting Timeline
	Method of Reporting

	1
	Use reporting timelines outlined for Category 1-7 that exercise or red team activity is replicating


	Telephone

E-mail

Approved methods

	2
	Ongoing: 1 hour from detection.

Existing: 24 hours following validation by <SYSTEM NAME>.
	Telephone

E-mail

Approved methods

	3
	48 hours following validation by <SYSTEM NAME>.
	E-mail

Approved methods

	4
	Ongoing: 10 minutes following start of activity.

Event in Progress: Follow up report 1 hour after initial report. Additional reports shall be made on a schedule not to exceed 3 hours.

Closeout Report: 48 hours after cessation of DOS.
	Telephone

E-mail

Approved methods



	5
	48 hours following validation by <SYSTEM NAME>.
	E-mail

Approved methods

	6
	Major: 10 minutes from detection.

Minor/Routine: 24 hours following validation by <SYSTEM NAME>.
	Telephone

E-mail

Approved methods

	7
	Major (outbreak in progress): 10 minutes after detection.

Minor (individual systems infected, no large outbreak): 24 hours following validation by <SYSTEM NAME>.
	Telephone

E-mail

Approved methods



	8
	Ongoing: 1 hour from detection.

Existing: 24 hours following validation by <SYSTEM NAME>.
	Telephone

E-mail

Approved methods


Appendix A
Incident Response Worksheet

	SECURITY INCIDENT REPORT

	Report Classification:

	Report No.:




Report Organization:

	Report Date: 




Report Type (initial, final, status):

	Report Generated By:




Date:

Time:

	Title:



Telephone:


E-mail:

	Signature:

	SECTION 1 – POC Information

	Incident Reported By:





Date:

Time:

	Location:


Telephone:


E-mail:

	Signature:

	ISSM Notified (Name): 




Date:

Time:

	Location: 


Telephone:


E-mail:

	Signature:

	CIO Notified (Name): 




Date:

Time:

	Location: 


Telephone:


E-mail:

	Method of Notification:

	Criminal Investigation Organization Notified (Name): 





	Date:

Time:

	Office: 


Telephone:


E-mail:

	Method of Notification:

	SECTION 2 – Incident Information

	Date of Incident:



Time of Incident: 


Ongoing?

	Incident Facility Name: 


Incident Facility Location:

	Affected Computer Systems (Hardware and/or Software):

	Classification of Affected Computer Systems:

	Physical Location of Affected Systems:

	Connections of Affected Systems to Other Systems:

	Type of Incident (Data Destruction/Corruption, Data Spill, Malicious Code, Privileged User Misuse, Security Support Structure Configuration Modification, System Contamination, System Destruction/Corruption/Disabling, Unauthorized User Access, other – please identify):

	Suspected Method of Intrusion/Attack:

	Suspected Perpetrator(s) or Possible Motivation(s):

	Apparent Source (e.g., IP address) of Intrusion/Attack:

	Apparent Target/Goal of Intrusion/Attack:

	Mission Impact: 



Success/Failure of Intrusion/Attack:

	Attach technical details of incident thus far.  Include as much as possible about the Detection and Identification, Containment, Eradication, and Recovery – steps taken (with date/time stamps), persons involved, files saved for analysis, etc.


The following table lists possible questions that may need to be answered during an investigation.

	SAMPLE INFORMATION THAT MAY BE NEEDED

	1.
	What event(s) triggered suspicion of improper system use?

	
	

	2.
	Does the system have a warning banner? Is the banner displayed prior to the first keystroke?

	
	

	3.
	Where the hardware is physically located?

	
	

	4.
	What level of classified data is processed on the system?

	
	

	5.
	What organization/activity is supported by the system?

	
	

	6.
	What connectivity’s are authorized to the system?

	
	

	7.
	What is the function of the system?

	
	

	8.
	What security software, if any, is used on the system?

	
	

	9.
	Are audit trails running normally and have they been reviewed regularly?

	
	

	10.
	Is a copy of the SSAA/SSP available?

	(U//FOUO Until Filled In)
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